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1. Introduction

The convexity of real functions in one variable is an interesting and fundamental analytical property, playing an impor-
tant role in several mathematical fields and applications, especially when solving optimization problems [25,26,30,31].

Definition 1.1. Let I be a subinterval of R and f : I! R be a real function.

(i) f is said to be convex if, for all x, y 2 I and for all k 2 [0,1],
k � f ðxÞ þ ð1� kÞ � f ðyÞP f ðk � xþ ð1� kÞ � yÞ; ð1Þ
(ii) f is said to be Jensen convex if, for all x,y 2 I,
f ðxÞ þ f ðyÞ
2

P f
xþ y

2

� �
: ð2Þ
Trivially, each convex function is also Jensen convex. There are a number of conditions which are equivalent to the convexity
(1):

Remark 1.2. Let I be a subinterval of R and f : I ! R be a real function. Then we have:

(i) f is convex if and only if, for all x,y 2 I and for all e > 0 such that x < y and y + e 2 I,
f ðyþ eÞ � f ðyÞP f ðxþ eÞ � f ðxÞ: ð3Þ
. All rights reserved.
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(ii) If f is a continuous function then f is convex if and only if it is Jensen convex.
(iii) If f is a monotone function then f is convex if and only if it is Jensen convex.
(iv) If f is a bounded function then f is convex if and only if it is Jensen convex.

However, for real functions defined on subsets of Rn with n > 1, the corresponding extensions of these definitions of con-
vexity are no more equivalent, in general. In this paper, we will discuss ultramodular aggregation functions, i.e., we focus on
an approach to convexity of special functions based on a generalization of (3), called ultramodularity. Ultramodular modular
functions are also called directionally convex functions or functions having increasing increments, and they are described and
studied in detail in [20]. Additional constraints considered in this paper allow us to find several new results which are par-
ticularly important for copulas where the ultramodularity has a statistical counterpart, namely, stochastic decreasingness.

The paper is organized as follows. In the following section, modular, supermodular and ultramodular aggregation func-
tions are introduced and some basic results are recalled. Section 3 is devoted to some constructions of ultramodular aggre-
gation functions, especially those based on the composition of appropriate functions. Finally, the structure of ultramodular
functions is discussed in Section 4.

2. Modular, supermodular, and ultramodular aggregation functions

The concept of modularity and supermodularity was introduced for functions from a lattice L into R. In our paper, we
mostly will restrict our attention to n-ary aggregation functions, i.e., to non-decreasing functions A : [0,1]n ? [0,1] satisfying
A(0,0, . . . ,0) = 0 and A(1,1, . . . ,1) = 1 (see [1,13]). For the arguments of such a function in n variables we shall use the nota-
tions x and (x1, . . . ,xn) synonymously.

Definition 2.1. Let (L,^,_) be a lattice.

(i) A function f : L! R is called modular if, for all x,y 2 L,
f ðx _ yÞ þ f ðx ^ yÞ ¼ f ðxÞ þ f ðyÞ: ð4Þ
(ii) A function f : L! R is called supermodular if, for all x,y 2 L,
f ðx _ yÞ þ f ðx ^ yÞP f ðxÞ þ f ðyÞ: ð5Þ
In [2] modular functions were called valuations. This terminology is also used in the context of measures, i.e., when L is a
r-algebra of subsets of a universe.

In the context of aggregation functions, the following characterization of modularity is easily obtained (see [29,
Theorem 3.3]):

Proposition 2.2. An n-ary aggregation function A: [0,1]n ? [0,1] is modular if and only if there are non-decreasing functions
f1, f2, . . . , fn : [0,1] ? [0,1] with

Pn
i¼1fið0Þ ¼ 0 and

Pn
i¼1fið1Þ ¼ 1 such that, for all (x1, . . . ,xn) 2 [0,1]n,
Aðx1; . . . ; xnÞ ¼
Xn

i¼1

fiðxiÞ:
For non-decreasing functions f : [0,1]2 ? [0,1], supermodularity can be reformulated as
f ðx�; y�Þ � f ðx�; yÞ � f ðx; y�Þ þ f ðx; yÞP 0 ð6Þ
for all x,x⁄,y,y⁄ 2 [0,1] with x 6 x⁄ and y 6 y⁄. Two-dimensional aggregation functions satisfying (6) are said to be 2-increasing
[23] or of moderate growth [16].

The following characterization of supermodular functions f : [0,1]n ? [0,1] is due to [3,15]:

Proposition 2.3. An n-ary function f : [0,1]n ? [0,1] is supermodular if and only if each of its two-dimensional sections is
supermodular, i.e., for each x 2 [0,1]n and all i, j 2 {1,2, . . . ,n} with i – j, the function fx,i,j : [0,1]2 ? [0,1] given by fx,i,j(u,v) = f(y),
where yi = u, yj = v and yk = xk for k 2 {1,2, . . . ,n}n{i, j}, is supermodular.

The supermodularity of a function f : [0,1]n ? [0,1] is preserved if the arguments are distorted, i.e., if
g1, . . . ,gn : [0,1] ? [0,1] are non-decreasing functions, then the function h : [0,1]n ? [0,1] given by h(x) = f(g1(x1), . . . ,gn(xn))
is supermodular (if f is a supermodular aggregation function with f(g1(0), . . . ,gn(0)) = 0 and f(g1(1), . . . ,gn(1)) = 1 then h is also
a supermodular aggregation function).

Well-known examples of supermodular n-dimensional aggregation functions (with n P 2) are modular aggregation func-
tions as characterized in Proposition 2.2 and copulas as introduced in [27] (see also [14,23]).

In the case n = 2, the supermodularity is even used as an axiom for copulas:

Definition 2.4. An aggregation function C : [0,1]2 ? [0,1] is called a 2-copula (or, briefly, a copula) if it is supermodular and
has 1 as neutral element, i.e., if C(x,1) = C(1,x) = x for all x 2 [0,1].
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Copulas play an important role in the representation of supermodular binary aggregation functions. In fact, if a binary aggre-
gation function A : [0,1]2 ? [0,1] is supermodular, so is the function B : [0,1]2 ? [0,1] given by B(x,y) = A(x,y) � A(x,0) � A(0,y).
Moreover, B is non-decreasing and 0 is an annihilator of B. Then, because of [10, Theorem 17], we have the following result:

Proposition 2.5. An aggregation function A: [0,1]2 ? [0,1] is supermodular if and only if there are non-decreasing functions
g1,g2,g3,g4 : [0,1] ? [0,1] with gi(0) = 0 and gi(1) = 1 for i 2 {1,2,3,4}, a copula C: [0,1]2 ? [0,1], and numbers a,b,c 2 [0,1] with
a + b + c = 1 such that, for all (x,y) 2 [0,1]2,
Aðx; yÞ ¼ a � g1ðxÞ þ b � g2ðyÞ þ c � Cðg3ðxÞ; g4ðyÞÞ: ð7Þ
If 0 is an annihilator of the aggregation function A : [0,1]2 ? [0,1], i.e., if A(x,0) = A(0,x) = 0 for all x 2 [0,1], then (7) reduces to
Aðx; yÞ ¼ Cðf ðxÞ; gðyÞÞ; ð8Þ
where f,g : [0,1] ? [0,1] are non-decreasing functions with f(0) = g(0) = 0 and f(1) = g(1) = 1. Note that then we have
f(x) = A(x,1) and g(x) = A(1,x) for all x 2 [0,1].

Proposition 2.5 can be read also in this way: each binary supermodular aggregation function is a convex combination of a
modular aggregation function and a distorted copula.

In general, the composition of (super-)modular functions is not necessarily (super-)modular: the functions
A,B:[0,1]2 ? [0,1] given by Aðx; yÞ ¼

ffiffiffi
x
p

and Bðx; yÞ ¼ xþy
2 are both modular and, therefore, supermodular. However, the com-

position A(B,B) : [0,1]2 ? [0,1] given by AðB;BÞðx; yÞ ¼
ffiffiffiffiffiffi
xþy

2

q
is not supermodular.

The following definition restricts the notion of ultramodularity of real functions, as considered in [20], to the class of
aggregation functions.

Definition 2.6. An n-ary aggregation function A : [0,1]n ? [0,1] is called ultramodular if, for all x,y,z 2 [0,1]n with
x + y + z 2 [0,1]n,
Aðxþ y þ zÞ � Aðxþ yÞP Aðxþ zÞ � AðxÞ: ð9Þ

Ultramodularity implies supermodularity of aggregation functions. To see this, for arbitrary x,y 2 [0,1]n put first

u = y � x ^ y and v = x � x ^ y. Then we get
x _ y ¼ xþ y � x ^ y ¼ x ^ y þ uþ v
and, because of (9),
Aðx _ yÞ þ Aðx ^ yÞ ¼ Aðx ^ y þ uþ vÞ þ Aðx ^ yÞP Aðx ^ y þ vÞ þ Aðx ^ y þ uÞ ¼ AðxÞ þ AðyÞ:
In the case of one-dimensional aggregation functions, ultramodularity (9) is just standard convexity. Therefore, ultramodu-
larity can also be seen as an extension of one-dimensional convexity. The following result (Corollary 4.1 of [20]) states the
exact relationship between ultramodular and supermodular functions f : [0,1]n ? [0,1]:

Proposition 2.7. A function f : [0,1]n ? [0,1] is ultramodular if and only if f is supermodular and each of its one-dimensional
sections is convex, i.e., for each x 2 [0,1]n and each i 2 {1,. . .,n} the function fx,i : [0,1] ? [0,1] given by fx,i(u) = f(y), where yi = u
and yj = xj whenever j – i, is convex.

If, additionally, some smoothness conditions are satisfied, then we get the following consequence of Propositions 2.3 and 2.7:

Corollary 2.8. Let n P 2 and assume that all partial derivatives of order 2 of the function f : [0,1]n ? [0,1] exist. Then f is
ultramodular if and only if all partial derivatives of order 2 are non-negative.
Remark 2.9.

(i) Because of Propositions 2.3 and 2.7, for an n-ary aggregation function A : [0,1]n ? [0,1] the following are equivalent:

(a) A is ultramodular;
(b) each two-dimensional section of A is ultramodular;
(c) each two-dimensional section of A is supermodular and each one-dimensional section of A is convex.
(ii) Another equivalent condition to the ultramodularity (9) of an n-ary aggregation function A : [0,1]n ? [0,1] is the valid-
ity of
Aðxþ uÞ þ Aðx� uÞP Aðxþ vÞ þ Aðx� vÞ ð10Þ
for all x;u 2 ½0;1�n; v 2 Rn with jvj 6 u and x + u,x � u, x + v,x � v 2 [0,1]n (indeed, it is sufficient to put y = u + v and
z = u � v). Relaxing the requirement u 2 [0,1]n and jvj 6 u into u 2 Rn and jvj 6 juj we get the definition of symmetrically
monotone functions given in [28]. Note that symmetrically monotone aggregation functions A : [0,1]n ? [0,1] are exactly
ultramodular aggregation functions which are modular, i.e., AðxÞ ¼

Pn
i¼1fiðxiÞ with fi : [0,1] ? [0,1] being convex for each

i 2 {1, . . . ,n} (compare Propositions 2.2 and 2.7).
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Remark 2.10.

(i) For n = 2, the ultramodularity (9) of an aggregation function A : [0,1]2 ? [0,1] is equivalent to A being P-increasing (see
[12]), i.e., to
Aðu1;v1Þ þ Aðu4;v4ÞP max Aðu2;v2Þ þ Aðu3;v3Þ;Aðu3; v2Þ þ Aðu2; v3Þð Þ

for all u1,u2,u3,u4,v1,v2,v3,v4 2 [0,1] satisfying u1 6 u2 ^ u3 6 u2 _ u3 6 u4, v1 6 v2 ^ v3 6 v2 _ v3 6 v4, u1 + u4 P u2 + u3,
and v1 + v4 P v2 + v3.
(ii) Fix two non-decreasing functions f,g : [0,1] ? [0,1] with f(0) = g(0) = 0 and f(1) = g(1) = 1. Then the smallest supermod-
ular aggregation function A⁄ : [0,1]2 ? [0,1] satisfying A⁄(x,1) = f(x) and A⁄(1,y) = g(y) for all x,y 2 [0,1] is given by
A⁄(x,y) = max(f(x) + g(y) � 1,0). Observe that A⁄ is ultramodular (and, subsequently, the smallest ultramodular aggre-
gation function with fixed margins f and g) if and only if both f and g are convex. In particular, if f = g = id[0,1] then
A⁄ = W, the smallest binary copula. On the other hand, the greatest supermodular aggregation function
A⁄ : [0,1]2 ? [0,1] satisfying A⁄(x,1) = f(x) and A⁄(1,y) = g(y) for all x,y 2 [0,1] is given by A⁄(x,y) = min(f(x),g(y)). How-
ever, A⁄ is ultramodular only if f = g = 1{1}, i.e., if A⁄ coincides with the smallest binary aggregation function 1{(1,1)}.

(iii) Given a copula C : [0,1]2 ? [0,1], for each c 2 [0,1] the horizontal section hc : [0,1] ? [0,1] given by hc(x) = C(x,c) obvi-
ously satisfies hc(0) = 0 and hc(1) = c. Then the greatest possible convex horizontal section hc is given by hc(x) = c � x,
corresponding to the product copula P (hence we have C(x,c) 6 c�x = P(x,c)). It is easy to verify that P is an ultramod-
ular copula, and hence P is the greatest ultramodular copula. From a statistical point of view, ultamodular copulas
describe the dependence structure of stochastically decreasing random vectors (X,Y) (see also [23, Corollary
5.2.11]), and thus each ultramodular copula is Negative Quadrant Dependent (NQD).

(iv) Fig. 1 visualizes the modularity, supermodularity and ultramodularity, respectively, of a real function f : [0,1]2 ? [0,1],
indicating the sign of the values of f in the vertices of the corresponding shaded area in the sum to be computed, and
the relationship of this sum to 0.

3. Some constructions

We now show that ultramodularity is preserved by the composition of aggregation functions (here the monotonicity of
the aggregation functions is crucial). First of all, we give the following result which extends [9, Theorem 5.2]:

Theorem 3.1. Let A : [0,1]n ? [0,1] be an aggregation function and k P 2. Then the following are equivalent:

(i) A is ultramodular.
(ii) If B1, . . . ,Bn : [0,1]k ? [0,1] are non-decreasing supermodular functions then the composite D : [0,1]k ? [0,1] given by D(x)

= A(B1(x), . . . ,Bn(x)) is a supermodular function.
Proof. To show that (i) implies (ii), let A be an ultramodular aggregation function and B1, . . . ,Bn be non-decreasing super-
modular functions. Evidently, D is an aggregation function. Choose x,y 2 [0,1]k and denote, for each i 2 {1, . . . ,n},
ai = Bi(x) � Bi(x ^ y) and bi = Bi(y) � Bi(x ^ y), u = (a1, . . . ,an), v = (b1, . . . ,bn), and z = (B1(x ^ y), . . . ,Bn(x ^ y)). The monotonicity
of the Bi’s implies u,v 2 [0,1]n, and due to their supermodularity we get (B1(x _ y), . . . ,Bn(x _ y)) P u + v + z. Now, the mono-
tonicity and the ultramodularity of A yield
Dðx _ yÞP Aðzþ uþ vÞP Aðzþ uÞ þ Aðzþ vÞ � AðzÞ ¼ DðxÞ þ DðyÞ � Dðx ^ yÞ;
Fig. 1. Modularity (left), supermodularity (center), and ultramodularity of a function f : [0,1]2 ? [0,1].
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i.e., D is supermodular.
Now suppose that (ii) holds. To show that the one-dimensional sections of A are convex, consider, without loss of

generality, the function f : [0,1] ? [0,1] given by f(x) = A(x,u2, . . . ,un), where u2, . . . ,un 2 [0,1] are fixed. Define the functions
B1, . . . ,Bn : [0,1]k ? [0,1] by B1ðxÞ ¼ x1þx2

2 and Bi(x) = ui for i > 1. If, for arbitrary x,y 2 [0,1], we put x = (x,y,0, . . . ,0) and
y = (y,x,0, . . . ,0) then we obtain DðxÞ ¼ DðyÞ ¼ f xþy

2

� �
; Dðx ^ yÞ ¼ f ðx ^ yÞ, and D(x _ y) = f(x _ y). Since B1, . . . ,Bn are non-

decreasing supermodular functions, also D is supermodular, proving f ðxÞþf ðyÞ
2 P f xþy

2

� �
, i.e., the convexity of f. Note that, in the

case n = 1, this means that A is ultramodular. If n > 1, because of Proposition 2.3 it suffices to show the supermodularity of the
two-dimensional sections of A. This can be seen by defining g : [0,1]2 ? [0,1] by g(x) = A(x,y,u3, . . . ,un), B1(x) = x1, B2(x) = x2,
and Bi(x) = ui for i > 2, and by using similar arguments as above. h

Now we are ready to show that the class of ultramodular aggregation functions is closed under composition, i.e., ultra-
modular aggregation functions form a clone [19].

Theorem 3.2. Let A : [0,1]n ? [0,1] and B1, . . . ,Bn : [0,1]k ? [0,1] be ultramodular aggregation functions. Then the composite
function D : [0,1]k ? [0,1] given by D(x) = A(B1(x), . . . ,Bn(x)) is also an ultramodular aggregation function.
Proof. Because of Theorem 3.1, D is supermodular (this holds also if k = 1; indeed, the first part of the proof of Theorem 3.1
works also in the case k = 1), and thus only the convexity of its one-dimensional sections needs to be shown. Let
g : [0,1] ? [0,1] be a one-dimensional section of the composite function D, i.e., there are one-dimensional sections
f1, . . . , fn : [0,1] ? [0,1] of B1, . . . ,Bn, respectively, (which are convex because of Proposition 2.7) such that
g(x) = A(f1(x), . . . , fn(x)). Of course, g is non-decreasing and therefore its convexity is equivalent to the validity of the Jensen
inequality (2) in the form
gðxþ aÞ � gðxÞ 6 gðxþ 2aÞ � gðxþ aÞ ð11Þ
for all x,a 2 [0,1] with x + 2a 6 1. From the convexity of f1, . . . , fn we obtain, for each i 2 {1, . . . ,n},
0 6 fi(x + a) � fi(x) 6 fi(x + 2a) � fi(x + a). Putting ai = fi(x + a) � fi(x) and bi = fi(x + 2a) � fi(x + a), we have
gðxþ 2aÞ ¼ Aðf1ðxþ 2aÞ; . . . ; fnðxþ 2aÞÞ ¼ Aðf1ðxÞ þ a1 þ b1; . . . ; fnðxÞ þ an þ bnÞ
P Aðf1ðxÞ þ a1; . . . ; fnðxÞ þ anÞ þ Aðf1ðxÞ þ b1; . . . ; fnðxÞ þ bnÞ � Aðf1ðxÞ; . . . ; fnðxÞÞP 2gðxþ aÞ � gðxÞ;
which proves (11). Here the first inequality follows from the ultramodularity and the second one from the monotonicity of
A. h

Theorem 3.2 has several important consequences (some of them can be found in [20, Proposition 4.1]).

Corollary 3.3. Let A1, . . . ,Aj : [0,1]n ? [0,1] be n-ary ultramodular aggregation functions and f : [0,1] ? [0,1] a non-decreasing
function with f(0) = 0 and f(1) = 1. Then we have:

(i) Each convex combination of A1, . . . ,Aj is an n-ary ultramodular aggregation function.
(ii) The product of A1, . . . ,Aj is an n-ary ultramodular aggregation function.

(iii) If A : [0,1]n ? [0,1] is an n-ary ultramodular aggregation function and f is convex then the composition f � A is an n-ary
ultramodular aggregation function.

(iv) If A : [0,1]2 ? [0,1] is a binary associative ultramodular aggregation function (i.e., A(x,A(y,z)) = A(A(x,y),z) for all
x,y,z 2 [0,1]) then, for each k > 2, the k-ary extension of A to [0,1]k defined by
Aðx1; x2; . . . ; xkÞ ¼ Aðx1;Aðx2; . . . ;Aðxk�1; xkÞ; . . .ÞÞ
is a k-ary ultramodular aggregation function.
Proof. Statements (i)–(iii) follow from Theorem 3.2 taking into account that the weighted arithmetic mean, the product
Q

(which is a copula with linear, i.e., convex one-dimensional sections) and the function f in (iii) (for non-decreasing functions
in one variable convexity means ultramodularity) are ultramodular aggregation functions. The proof of (iv) is done by induc-
tion: if the k-ary extension A(k) of A is ultramodular then also A(k+1) : [0,1]k+1 ? [0,1] given by A(k+1)(x1, . . . ,xk,xk+1) = A(A(k)

(x1, . . . ,xk),xk+1) is also ultramodular as a consequence of the ultramodularity of the functions B1,B2 : [0,1]k+1 ? [0,1] given by
B1(x1, . . . ,xk,xk+1) = A(k)(x1, . . . ,xk) and B2(x1, . . . ,xk,xk+1) = xk+1, respectively. h

When constructing ultramodular aggregation functions, we can focus on special types of aggregation functions. However, in
some cases the ultramodularity can be a contradictory or rather restrictive requirement. For instance, disjunctive aggregation
functions (such as triangular conorms [18]) cannot be ultramodular. As an example of the second type we recall the Choquet
integral [5,8] and present the necessary details.

If n 2 N and X = {1, . . . ,n} then, for a capacity m on X, i.e., a non-decreasing function m:2X ? [0,1] with m(;) = 0 and
m(X) = 1, and x 2 [0,1]n the Choquet integral [5] is given by
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Chðm;xÞ ¼
Z 1

0
mðfxi P ugÞdu ¼

Xn

i¼1

xpðiÞ mðfpðiÞ; . . . ;pðnÞgÞ �m pðiþ 1Þ; . . . ;pðnÞf gð Þð Þ;
where p :X ? X is a permutation of X with xp(1) 6 xp(2) 6 � � � 6 xp(n) and, by convention, {p(n + 1),p(n)} = ;.
For a fixed capacity m, the function Chm : [0,1]n ? [0,1] given by Chm(x) = Ch(m,x) is an aggregation function, a so-called

Choquet integral-based aggregation function.

Proposition 3.4. Let Chm : [0,1]n ? [0,1] be a Choquet integral-based aggregation function based on a capacity m on
X = {1, . . . ,n}. Then we have:

(i) Chm is superadditive, i.e., for all x,y 2 [0,1]n with x + y 2 [0,1]n we have
Chmðxþ yÞP ChmðxÞ þ ChmðyÞ;

if and only if the capacity m is supermodular.

(ii) Chm is ultramodular if and only if the capacity m is modular, i.e., Chm is a weighted arithmetic mean.
Proof. Statement (i) follows from [8]. If m is modular (i.e., a probability measure) then Chm is a weighted arithmetic mean
and, thus, ultramodular. Conversely, if Chm is ultramodular, then Chm is also superadditive (indeed, it suffices to put x = 0 in
(9)), and thus m is supermodular because of (i), and each one-dimensional section of Chm is convex. This means in particular
that, for an arbitrary permutation r of Xn{1}, the function f : [0,1] ? [0,1] given by
f ðxÞ ¼ Chm x;
rð2Þ � 1

n
; . . . ;

rðnÞ � 1
n

� �

is convex. Clearly, f is a continuous piecewise linear function which is linear on each interval i�1

n ; i
n

	 

; i 2 f1; . . . ;ng. If s de-

notes the inverse permutation of r then the corresponding slopes of the restrictions f j i�1
n ;

i
n½ �; i 2 f1; . . . ; ng, are given by

m({1,s(2), . . . ,s(i)}) �m({s(2), . . . ,s(i)}) whenever i < n, and by m({1}) for i = n. Therefore, the convexity of f is equivalent to
h :X ? [0,1], where h(i) is the slope of f on the interval i�1

n ; i
n

	 

, being non-decreasing. A similar claim holds for each other

coordinate j 2 X, i.e., for all i, j 2 X with i – j and all B # Xn{i, j} we have
mðB [ fi; jgÞ �mðB [ figÞ 6 mðB [ fjgÞ �mðBÞ: ð12Þ
Because of the supermodularity of m, the converse inequality of (12) holds, too, i.e., we have m(B [ {i, j}) �m
(B [ {i}) = m(B [ {j}) �m(B). For B = ; this means that m({i, j}) = m({i}) + m({j}), and for B = {k} with k 2 Xn{i, j} we obtain
mðfi; j; kgÞ þmðfjgÞ ¼ mðfi; kgÞ þmðfj; kgÞ ¼ mðfigÞ þmðfkgÞ þmðfjgÞ þmðfkgÞ;
i.e., m({i, j,k}) = m({i}) + m({j}) + m({k}). By induction, mðBÞ ¼
P

i2BmðfigÞ for each B # X, i.e., m is modular. h
Remark 3.5. Observe that each {0,1}-valued supermodular capacity on X has the form mB, B being some non-empty subset
of X, where mB(A) = 1 if B # A, and mB(A) = 0 otherwise. Then ChmB ðxÞ ¼minfxiji 2 Bg for each x 2 [0,1]n. Moreover, a general
supermodular capacity on X is a convex combination of {0,1}-valued supermodular capacities on X, and thus each superad-
ditive Choquet integral-based aggregation function Chm : [0,1]n ? [0,1] has the form
ChmðxÞ ¼
Xk

j¼1

kj �minfxiji 2 Bjg;
where k 2 N; kj > 0 and ; � Bj # X for j 2 {1, . . . ,k}, and
Pk

j¼1kj ¼ 1.
We shall identify the function min:[0,1]k ? [0,1] and the greatest lower bound min:2[0,1] ? [0,1], i.e., both min(x1, . . . ,xn)

and min{x1, . . . ,xn} mean the same, namely, the smallest of the numbers x1, . . . ,xn 2 [0,1]. Since min is supermodular for each
arity, this implies that each superadditive Choquet integral-based aggregation function Chm : [0,1]n ? [0,1] is supermodular
(this result can be found in [24, Theorem 7.17]).

There are several modifications and constructions of aggregation functions which preserve the supermodularity. How-
ever, only few of them preserve also ultramodularity. We recall some of the modifications and constructions in the frame-
work of copulas (i.e., which preserve supermodularity).

Remark 3.6. For each binary copula C : [0,1]2 ? [0,1] we have W 6 C 6M, where the lower and upper Fréchet-Hoeffding
bounds W and M are given by W(x,y) = max(x + y � 1,0) and M(x,y) = min(x,y), respectively.

(i) Ordinal sum: If (Ck)k2K is a family of copulas and if (]ak,bk[)k2K is a family of pairwise disjoint open subintervals of [0,1]
then the ordinal sum C = (hak,bk,Cki)k2K is given by
Cðx; yÞ ¼ ak þ ðbk � akÞCk
x�ak

bk�ak
; y�ak

bk�ak

� �
if ðx; yÞ 2�ak; bk½2;

Mðx; yÞ otherwise:

(
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(ii) W-ordinal sum: If (Ck)k2K is a family of copulas and if (]ak,bk[)k2K is a family of pairwise disjoint open subintervals of
[0,1] then the W-ordinal sum C = W-(hak,bk,Cki)k2K is given by (see [6,11,17])
Cðx; yÞ ¼ ðbk � akÞCk
x�ak

bk�ak
; y�1þbk

bk�ak

� �
if ðx; yÞ 2�ak; bk½��1� bk;1� ak½;

Wðx; yÞ otherwise:

(

(iii) g-ordinal sum: If (Ck)k2K is a family of copulas and if (]ak,bk[)k2K is a family of pairwise disjoint open subintervals of
[0,1] then the g-ordinal sum C = g � (hak,bk,Cki)k2K is given by (see [22])
Cðx; yÞ ¼
akyþ ðbk � akÞ � Ck

x�ak
bk�ak

; y
� �

if x 2�ak; bk½;

xy otherwise:

(

(iv) Flipping: If C is a copula then the flippings C� and C� are given by (see [23])
C�ðx; yÞ ¼ x� Cðx;1� yÞ; ð13Þ
C�ðx; yÞ ¼ y� Cð1� x; yÞ; ð14Þ
(v) Survival copula: If C is a copula then the survival copula bC is given by (see [23])
bCðx; yÞ ¼ xþ y� 1þ Cð1� x;1� yÞ:
(vi) Cycle shifting: If C is a copula and s 2 ]0,1[ then the cycle shiftings Cx-cshift
s and Cy-cshift

s are given by (see [7])
Cx-cshift
s ðu;vÞ ¼

Cðuþ s;vÞ � Cðs;vÞ if u 2 ½0;1� s�;
Cðuþ s� 1;vÞ þ v � Cðs;vÞ otherwise;

�
Cy-cshift

s ðu;vÞ ¼
Cðu;v þ sÞ � Cðu; sÞ if v 2 ½0;1� s�;
Cðu;v þ s� 1Þ þ u� Cðu; sÞ otherwise:

�

The only copula whose ultramodularity is preserved by flipping or cycle shifting is the product copula P. From Remark

2.9(iv) we know that a necessary condition for a copula C to be ultramodular is that C 6P holds, i.e., C is Negative Quadrant
Dependent (NQD). However, flipping changes the property NQD into PQD (Positive Quadrant Dependent, see [23]), i.e., if
C 6P then C�P P and C�P P, implying that the only ultramodular copula remaining ultramodular after flipping is P. If
C is a copula and hc a horizontal section thereof, then the corresponding horizontal section h�c of the copula Cx-cshift

s is given
by
h�cðuÞ ¼
hcðsþ uÞ � hcðsÞ if u 2 ½0;1� s�;
hcðuþ s� 1Þ þ c � hcðsÞ otherwise:

�

Then, if hc is convex, h�c is convex only if hc is linear, i.e., if hc(u) = c � u, implying C = P. Analogous reasoning based on vertical
sections can be used for y-cycle shifting.

Moreover, based on Proposition 2.7, no non-trivial ordinal sum or g-ordinal sum of copulas can be ultramodular. On the
other hand, a W-ordinal sum of copulas is ultramodular if and only if each summand copula is ultramodular. Similarly, a sur-
vival copula bC is ultramodular if and only if C is ultramodular.

4. Structure of ultramodular aggregation functions

Denote, for n 2 N, by Un the set of n-ary ultramodular aggregation functions, and put U ¼
S

n2NUn. Because of Theorem 3.2,
the set U is closed under composition of functions. Moreover, this means that each Un is a convex set (it is even a compact
subset of the set of all functions from [0,1]n to [0,1], equipped with the topology of pointwise convergence). The set U1 con-
sists of all convex, nondecreasing functions f : [0,1] ? [0,1] satisfying f(0) = 0 and f(1) = 1, and its smallest and greatest ele-
ments are 1{1} and id[0,1], respectively. Since for each f 2 U1 its restriction fj[0,1[ is continuous, it is possible to write f as a
convex combination of a continuous element g of U1 and 1{1}: indeed, f = kg + (1 � k)1{1} where k = f(1�) and kg is the contin-
uous extension of fj[0,1[.

We start with showing that for an A 2 Un to be continuous it is sufficient to show that it is continuous at the point 1:

Lemma 4.1. An n-ary ultramodular aggregation function A : [0,1]n ? [0,1] is continuous if and only if sup{A(x)jx 2 [0,1[n} = 1.
Proof. Suppose that A 2 Un is non-continuous, but continuous at the point 1. Because of the monotonicity of A, there is some
non-continuous one-dimensional section of A. From the convexity of this section we know that this non-continuity can occur
only in its right endpoint. This means that there is some i 2 {1, . . . ,n} and some x 2 [0,1]n such that for all s 2 [0,1[
Aðx1; . . . ; xi�1;1; xiþ1; . . . ; xnÞ � Aðx1; . . . ; xi�1; s; xiþ1; . . . ; xnÞP e > 0:
Since A is continuous in 1 there is an a 2 [0,1[ such that
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Að1Þ � Að1; . . . ;1;a;1; . . . ;1Þ < e:
Putting u = (x1, . . . ,xi�1,1,xi+1, . . . ,xn) and v = (1, . . . ,1,a,1, . . . ,1) we obtain A(u _ v) � A(v) < e and A(u) � A(u ^ v) P e, con-
tradicting the supermodularity of A. The converse implication is obvious. h

Based on that, we have the following decomposition of elements of Un for n > 1:

Proposition 4.2. Each function A 2 Un can be written as a convex combination A = kA⁄ + (1 � k)A⁄⁄ where
k ¼ supfAðxÞjx 2 ½0;1½ng; A� 2 Un is continuous and A⁄⁄ is an n-ary aggregation function with A⁄⁄(x) = 0 for all x 2 [0,1[n.
Proof. The monotonicity of A and the continuity of each of its one-dimensional sections imply that Aj½0;1½n is continuous (com-
pare Remark 1.3(ii) in [18] for the case n = 2). Let B : [0,1]n ? [0,1] be the (unique) continuous extension of Aj½0;1½n . If k = B(1) = 0
then B = 0, and A⁄ can be chosen arbitrarily and A⁄⁄ = A. If k > 0 then A� ¼ 1

k B is a continuous element of Un. Now, if k = 1 then
A⁄ = B = A, and A⁄⁄ can be chosen arbitrarily. If 0 < k < 1 then A�� ¼ A�B

1�k, and we have A⁄⁄(1) = 1. Because of Aj½0;1½n ¼ Bj½0;1½n we
get A⁄⁄(x) = 0 for all x 2 [0,1[n. The monotonicity of A⁄⁄ is equivalent to the monotonicity of its one-dimensional sections which
is non-trivial only if, for some fixed a 2 [0,1]n, one of its coordinates equals 1. Without loss of generality, consider the section
h : [0,1] ? [0,1] given by h(x) = A(x,1,a3, . . . ,an). For each e 2 ]0,1[, the ultramodularity of A implies
Aðy;1; a3; . . . ; anÞ � Aðx;1; a3; . . . ; anÞP Aðy;1� e; a3; . . . ; anÞ � Aðx;1� e; a3; . . . ; anÞ ð15Þ
for all x,y 2 [0,1] with x < y. Taking the limit e ? 0, (15) turns into
Aðy;1; a3; . . . ; anÞ � Aðx;1; a3; . . . ; anÞP Bðy;1; a3; . . . ; anÞ � Bðx;1; a3; . . . ; anÞ;
implying h(x) 6 h(y). h
Remark 4.3.

(i) The aggregation function A⁄⁄ mentioned in Proposition 4.2 is not ultramodular, in general. Indeed, define A 2 U2 by
Aðx; yÞ ¼
max 5xy� 9

2 ; 0
� �

if ðx; yÞ 2 ½0;1½2;
max 5

9 y;5y� 4
� �

if x ¼ 1;
max 5

9 x;5x� 4
� �

if y ¼ 1:

8><>:
Then k ¼ 1

2, and A⁄ and A⁄⁄ are given by A⁄(x,y) = max(10xy � 9,0) and

A��ðx; yÞ ¼
0 if ðx; yÞ 2 ½0;1½2;
min 10

9 y;1
� �

if x ¼ 1;
min 10

9 x;1
� �

if y ¼ 1:

8><>:
The section h : [0,1] ? [0,1] given by hðxÞ ¼ A��ðx;1Þ ¼min 10

9 x;1
� �

is not convex, i.e., A⁄⁄ is not ultramodular.

(ii) Because of Proposition 4.2, the ultramodularity of an n-ary aggregation function implies its continuity up to the right

boundary of [0,1]n, extending a similar fact for non-decreasing functions to dimension n.

Given a fixed v 2 [0,1]n and t1, . . . ,tk 2 [0,1[n we define
Ev;t1 ;...;tk
¼ x 2 ½0;1�n x ¼ v þ

Xk

j¼1

����� aj � tj and a1; . . . ;ak 2 ½0;1�
( )

:

Evidently, to cover all possible k-dimensional sections of [0,1]n, it is enough to consider k 6 n and independent vectors
t1, . . . ,tk. As special cases (with k = 1) we mention the ith one-dimensional section with arbitrary v and
t = ei = (0, . . . ,0,1,0, . . . ,0), and the diagonal section with v = (0, . . . ,0) and t = (1, . . . ,1). As a consequence of Definition 2.6,
for a given ultramodular aggregation function A : [0,1]n ? [0,1], also the restriction AjEv; t1 ;...;tk

of A to Ev; t1 ;...;tk
is ultramodular.

Theorem 4.4. Let A: [0,1]n ? [0,1] be an aggregation function with A(x) = 0 for all x 2 [0,1[n. Then A is ultramodular if and only if
the following hold:
(i) all (n � 1)-dimensional sections Bi ¼ AjEi
of A, i 2 {1, . . . ,n}, are ultramodular, where Ei ¼ Eei ;e1 ;...;ei�1 ;eiþ1 ;...;en .

(ii) for all i, j 2 {1, . . . ,n} with i – j and all x 2 Ei \ Ej we have
AðxÞP sup BiðyÞjy 2 Ei; y < xf g þ sup BjðzÞjz 2 Ej; z < x

 �

:
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Proof. Since the last inequality follows from the ultramodularity of A, the necessity is obvious. Conversely, evidently each
one-dimensional section of A is either constant zero up to the endpoint (and thus convex) or it coincides with some one-
dimensional section of some Bi, again showing its convexity. The validity of (ii) is trivial if x 2 [0,1[n or y 2 [0,1[n. Suppose
that x,y 2 [0,1]nn[0,1[n. Then there are i, j 2 {1,. . .,n} with x 2 Ei and y 2 Ej. If x ^ y 2 [0,1]nn[0,1[n then we may suppose
i = j, and (ii) follows from the supermodularity of Bi. If x ^ y 2 [0,1[n then i – j and x _ y 2 Ei \ Ej, in which case (ii) follows
from the fact that x < x ^ y and y < x ^ y. h
Example 4.5. An aggregation function A : [0,1]2 ? [0,1] is non-continuous, ultramodular and satisfies A(x) = 0 for all
x 2 [0,1[2 if and only if there are numbers k1,k2, k3,k4 2 [0,1] with k1 + k2 + k3 + k4 6 1 and continuous, non-decreasing convex
functions f,g : [0,1] ? [0,1] such that
Aðx; yÞ ¼

0 if ðx; yÞ 2 ½0;1½2;
k1 þ k2 � f ðxÞ if ðx; yÞ 2 ½0;1½�f1g;
k3 þ k4 � gðyÞ if ðx; yÞ 2 f1g � ½0;1½;
1 otherwise:

8>>><>>>:

The smallest non-continuous ultramodular binary aggregation function vanishing on [0,1[2 is 1{(1,1)}, and there is no greatest
aggregation function of this type. However, for each a 2 [0,1], the function Aa given by
Aaðx; yÞ ¼

0 if ðx; yÞ 2 ½0;1½2;
a if ðx; yÞ 2 ½0;1½�f1g;
1� a if ðx; yÞ 2 f1g � ½0;1½;
1 otherwise

8>>><>>>:

is a maximal non-continuous ultramodular binary aggregation function vanishing on [0,1[2.

We have the following characterization of maximal continuous binary ultramodular aggregation functions:

Proposition 4.6. A function A : [0,1]2 ? [0,1] is a maximal continuous ultramodular aggregation function (i.e., there is no
continuous ultramodular aggregation function B : [0,1]2 ? [0,1] with B(x,y) P A(x,y) for all (x,y) 2 [0,1]2 and B(x0,y0) > A(x0,y0)
for some (x0,y0) 2 [0,1]2) if and only if A is a weighted arithmetic mean, i.e., A(x,y) = k � x + (1 � k) � y for some k 2 [0,1].
Proof. Note that for each supermodular aggregation function A : [0,1]2 ? [0,1] we necessarily have A(1,0) + A(0,1) 6 1.
Moreover, if A(1,0) + A(0,1) = 1, i.e., A(1,1) � A(1,0) � A(0,1) + A(0,0) = 0, then for each rectangle [x,x⁄] � [y,y⁄] necessarily
A(x⁄,y⁄) � A(x⁄,0) � A(x,y⁄) + A(x,y) = 0, and the aggregation function is additive, i.e., A(x,y) = A(x,0) + A(0,y). On the other
hand, since the one-dimensional sections of the ultramodular aggregation function A are convex, we get
A(x,0) 6 x � A(1,0) = k � x and A(0,y) 6 y � A(0,1) = (1 � k) � y, where k = A(1,0). Then clearly each weighted arithmetic mean
given by A(x,y) = k � x + (1 � k) � y is a maximal element of the set of all continuous elements of U2. Moreover, these facts also
prove that each element of U2 satisfying A(1,0) + A(0,1) = 1 which is different from the weighted arithmetic mean is bounded
from above by a corresponding weighted arithmetic mean (with coinciding values at the corner points of the unit square). On
the other hand, if for each continuous element A of U2 we put a = A(1,0) and b = A(0,1) and if a + b < 1 then, as already men-
tioned, A(x,0) 6 x � a, and evidently A(0,y) 6 b � y < (1 � a) � y. Moreover, due to the convexity of the one-dimensional sections
of A, we have A(1,y) 6 a + (1 � a) � y and A(x,1) 6 (1 � a) + a � x, implying A(x,y) 6 a � x + (1 � a) � y for all (x,y) 2 [0,1]2. Hence
the weighted arithmetic mean B given by B(x,y) = a � x + (1 � a) � y satisfies B P A and B(0,1) > A(0,1), i.e., A is not a maximal
element of the set of all continuous members of U2. h

Propositions 2.5 and 2.7 imply the following representation for binary ultramodular aggregation functions:

Corollary 4.7. If A 2 U2 then we have
A ¼ k � A1 þ ð1� kÞ � A2; ð16Þ

where A1 is a modular element of U2; A2 is a supermodular binary aggregation function with annihilator 0, and
k = 1 � A(1,0) � A(0,1) 2 [0,1].
Proof. If A 2 U2 then, as a consequence of Proposition 2.5, there exist non-decreasing functions g1,g2,g3,g4 : [0,1] ? [0,1]
with gi(0) = 0 and gi(1) = 1 for all i 2 {1,2,3,4}, a copula C and numbers a,b,c 2 [0,1] with a + b + c = 1 such that, for all
(x,y) 2 [0,1]2,
Aðx; yÞ ¼ a � g1ðxÞ þ b � g2ðyÞ þ c � Cðg3ðxÞ; g4ðyÞÞ ¼ k � A1 þ ð1� kÞ � A2;
where k ¼ aþ b; A1ðx; yÞ ¼ 1
aþb � ða � g1ðxÞ þ b � g2ðyÞÞ whenever k > 0 (and A1 an arbitrary modular element of U2 if k = 0), and

A2(x,y) = C(g3(x),g4(y)) (if k = 1 then A2 can be chosen arbitrarily). The supermodularity of A2 is a consequence of the super-
modularity of C. h
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A full characterization of the elements of the set U2 is still missing. Obviously, if A2 2 U2 has annihilator 0 then (16) yields
an element A 2 U2 for each modular A1 2 U2 and each k 2 [0,1].

Remark 4.8.

(i) The supermodular aggregation function A2 mentioned in Corollary 4.7 is not ultramodular, in general. Take, e.g., A 2 U2

given by
Aðx; yÞ ¼
4
3 xy if ðx; yÞ 2 0; 1

2

	 
2
;

2xþ2y�1
3 otherwise:

(

Then k ¼ 2
3 ; A1ðx; yÞ ¼ f ðxÞþf ðyÞ

2 with f(x) = max(2x � 1,0) and A2(x,y) = g(x) � g(y) with g(x) = min(2x,1), and A2 is super-
modular. However, A2 is not ultramodular, since the section h : [0,1] ? [0,1] given by h(x) = A(x,1) = g(x) is not convex.
(ii) If A2 is a supermodular binary aggregation function with annihilator 0 which is not ultramodular then the set [k0,1] of
all k such that, for some modular A1 2 U2, the convex combination k� A1 + (1 � k) � A2 is ultramodular, is a proper subset
of [0,1]. In other words, k0 = 0 if and only if A2 is ultramodular. It is not difficult to show that, for A1 and A2 considered
in (i), we have k0 ¼ 2

3.
(iii) There are supermodular binary aggregation functions A2 with annihilator 0 such that the set [k0,1] in (ii) is trivial, i.e.,

k0 = 1 (in which case A2 is necessarily non-ultramodular). An example for such an A2 is the geometric mean, i.e.,
A2ðx; yÞ ¼

ffiffiffiffiffiffiffiffiffi
x � yp

(note that it has unbounded partial derivatives).
Proposition 4.9. A binary aggregation function A 2 U2 can be written as in (16) with A1 2 U2 being modular and A2 2 U2 having
annihilator 0 if and only if, for all r, s 2 [0,1], the functions hr,vs : [0,1] ? [0,1] given by hr(x) = A(x, r) � A(x,0) and vs(y) =
A(s,y) � A(0,y), respectively, are convex.
Proof. Assume that A can be written as in (16). If k < 1 then
hrðxÞ ¼ k � ðA1ðx; rÞ � A1ðx; 0ÞÞ þ ð1� kÞ � A2ðx; rÞ;
v sðyÞ ¼ k � ðA1ðs; yÞ � A1ð0; yÞÞ þ ð1� kÞ � A2ðs; yÞ:
Note that (1 � k) � A2(�,r) and (1 � k) � A2(s, �) are multiples of sections of A2 2 U2 and, therefore, convex. Similarly,
k � (A1(�,r) � A1(�,0)) and k � (A1(s, �) � A1(0, �)) are convex, implying that hr and vs convex. If k = 1 then A1 = A, implying that
hr = A(0, r) and vs = A(s,0) are constant and, therefore, convex.

Conversely, suppose that all the functions hr and vs are convex. Because of Corollary 4.7, A = k � A1 + (1 � k) � A2

with A1 2 U2 being modular and A2 being supermodular with annihilator 0. Then vs(y) = k � A1(s,y) + (1 � k) � A2(s,y),
and the convexity of vs implies that either k = 1 (in which case A = A1 and A2 can be chosen arbitrarily) or
g : [0,1] ? [0,1] given by g(y) = A2(s,y) is a convex section of A2. Thus, if A is not modular then A2 is necessarily
ultramodular. h

Now we present a way to construct continuous ultramodular aggregation operators from (possibly) non-ultramodular
ones.

Proposition 4.10. Let C : [0,1]2 ? [0,1] be a copula, f, g : [0,1] ? [0,1] non-decreasing surjections, and assume that all sections of
A2 : [0,1]2 ? [0,1] given by A2(x,y) = C(f(x), g(y)) have bounded second derivatives. Then there is a k 2 [0,1[ and a modular
aggregation function A1 2 U2 such that A : [0,1]2 ? [0,1] given by A = k � A1 + (1 � k) � A2 is an ultramodular aggregation function.
Proof. Define the functions a; b : ½0;1� ! R by
aðxÞ ¼ inf
@2

@x2 A2ðx; yÞ
�����y 2 ½0;1�

( )
;

bðyÞ ¼ inf
@2

@y2 A2ðx; yÞ
�����x 2 ½0;1�

( )
;

respectively, and the functions c; d; e; f : ½0;1� ! R by
cðxÞ ¼
Z x

0
maxð�aðuÞ; 0Þdu; eðxÞ ¼

Z x

0
maxð�bðuÞ;0Þdu;

dðxÞ ¼
Z x

0
cðuÞdu; fðxÞ ¼

Z x

0
eðuÞdu;
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respectively. Then it is not difficult to check that, for k0 ¼ dð1Þþfð1Þ
dð1Þþfð1Þþ1, for each k 2 [k0,1] and for all a,b 2 [0,1] with

aþ b ¼ k�k0
k�ð1�k0Þ

, the function A1 : [0,1]2 ? [0,1] given by
A1ðx; yÞ ¼ a � xþ 1� k
k
� dðxÞ þ b � yþ 1� k

k
� fðyÞ
is modular, implying that A = k � A1 + (1 � k) � A2 is an ultramodular aggregation operator. h
Example 4.11. Using the notations of Proposition 4.10 and of its proof, put C = P and define the functions f and g by f(x) = 2x � x2

and gðxÞ ¼ 3x�x3

2 . Note that the function A2 is not ultramodular. Then we get aðxÞ ¼ �2; bðxÞ ¼ �3x; dðxÞ ¼ x2; fðxÞ ¼ x3

2 , and
k0 ¼ 3

5. Finally, we obtain the two-parametric family ðAk;aÞk2 3
5;1½ �;a2 0;5k�3

2k½ � of ultramodular aggregation functions given by
Ak;aðx; yÞ ¼ k axþ 1� k
k

x2 þ 5k� 3
2k

� a
� �

yþ 1� k
k

y3

2

� �
þ ð1� kÞ ð2x� x2Þ � ð3y� y3Þ

2
:

5. Concluding remarks

We have discussed the structure and some construction methods for ultramodular aggregation functions. These functions
play an important role in the areas of supermodular measures (compare, e.g., [4]) and of bivariate copulas, among others. In
our future research we will study ultramodular binary copulas as well as an application of ultramodular aggregation func-
tions in the areas mentioned above. Copulas of higher dimensions describe the stochastic dependence structure of k-dimen-
sional random vectors with k > 2, and they are linked to a stronger form of convexity of one-dimensional functions. For
example, in the case of Archimedean copulas, the corresponding additive generator has a derivative of (k � 2)th order which
is convex [21]. Following the idea of ultramodular functions given in (9), in a next step we will propose and study stronger
versions of ultramodularity related to that, leading to the stronger forms of convexity mentioned above in the case of func-
tions in one variable. We expect that this approach will be of help in constructing copulas of higher dimensions—so far, only
few such methods are known in the literature.
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